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Abstract 

 

We are considering a problem of the measurement of the dispersion of the random 

pulse signal with unknown time of arrival against the white noise and the 

correlated Gaussian interference. By applying a maximum likelihood method, we 

synthesize quasi-optimal, quasi-likelihood and adaptive estimation algorithms. 

We also find out the theoretical and experimental dependences for the 

characteristics of the obtained dispersion estimates that are then used in the study 
of the efficiency of the introduced algorithms and in the further investigation revea- 
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ling the loss in estimation accuracy, due to the absence of the prior information on 

intensity of operational interferences. We are to show that, with the adaptation in 

terms of intensity of the correlated interference, it is possible to obtain the 

dispersion estimate independent from the intensity of white noise, and its 

characteristics coincide asymptotically with the corresponding characteristics of 

the dispersion estimate, obtained under the a priori known intensities of 

interference and white noise. 

 

Keywords: random Gaussian pulse, band interference, maximum likelihood 

method, parametrical prior uncertainty, adaptive estimate, dispersion measurer, 

local Markov approximation method 

 

1 Introduction 
 

The problem of estimation of the dispersion of the stationary random 

processes is considered in a number of researches [1-3, etc.]. At the same time, in 

many applications of statistical radio engineering and radio physics it is necessary 

to estimate the dispersion of the essentially non-stationary random pulses against 

hindrances. 

In the study [4] the way of hardware implementation is suggested and the 

efficiency is tested of the maximum likelihood measurer of the dispersion of the 

random pulse signal with unknown time of arrival against Gaussian white noise. 

However, besides the effect of the receiver noise (approximated by Gaussian 

white noise), the useful signal is often rather distorted by the additive external 

disturbance with a generally unknown intensity. As examples of such disturbances, 

there can be considered an external unintentional (interburst) interference passed 

through the input receiver filter (preselector) [3], or a barrage jamming [5, 6]. 

 

2 The Problem Definition 
 

As opposed to [4], we assume that the realization of the random process 

        ttnDtstx  00 ,, . (1) 

is observed over the interval  2 1 ,TT . Here  00 ,, Dts   is the random Gaussian 

pulse 

     











 0

00  ,,
t

ItDts ,    











,21 , 0

,21, 1

x  

x   
xI  (2) 

representing the segment of the realization of stationary centered Gaussian 

random process  t  with dispersion 0D , time of arrival 0  and duration τ. 

We now write down the process  t  spectral density (SD) in the form of [4, 7] 

              0000  IIDG , 

where ϑ is the band center, and 0  is the bandwidth of the process  t . As in  
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[4], we approximate an additive interference  tn  by Gaussian white noise with 

one-sided SD 0N . As model of the external interference  t , we choose 

stationary centered Gaussian random process possessing the SD [5-7] 

               2 110  IIG . (3) 

In Eq. (3) 1  and 0  are bandwidth and SD magnitude (intensity) of the 

process  t , correspondently. We assume that 01  , and the processes  ts , 

 tn  and  t  are statistically independent. Besides, we suppose that the radio 

pulse (2) duration τ is much greater than the correlation time of the process  t , 

i.e. the following condition is satisfied: 

 120  . (4) 

With observable realization (1), it is necessary to estimate the dispersion 0D  

of the random process  t . Time of arrival 0  of the radio pulse (2) and 

intensity 0  of the interference  t  can be generally unknown and possess the 

values within prior intervals  210 , ,   ,00 . And the values 1T  and 

2T  are such that 2 211 22 TT  , i.e. the signal (2) with any 0  is 

always within the observation interval. 

 

3 Quasi-Optimal Estimate of the Dispersion 
 

To estimate the dispersion 0D , there can be used the measurer considered in 

[4]. In this case we get the following estimate 

   Nmm EτλMD   ,0max
~

. (5) 

Here  200NEN  is the average power of the noise  tn  within bandwidth 

of the process  t , m  is the estimate of the time of arrival 0  of the radio 

pulse (2): 

   Mm suparg ,    21, , (6) 

and the function  M  is defined by the expression 

    






2

2

2
0     dttyM , (7) 

where      



 tdtthtxty   00  is the output signal of the filter, its transfer 

function  0H  satisfying the condition 

       00
2

0  IIH . 

Let us determine the characteristics of the estimate (5). Introducing the 

dimensionless parameter l , we present the functional  M  in the form of 

the sum [8] of the signal  lS  and noise  lN  functions 

      lNlSlM  . (8) 
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Here    lMlS  ,      lMlMlN  , and averaging is carried out over all 

the realizations of the observable data  tx  (1), the unknown parameters 0 , 0  

and 0D  having the fixed values. According to Eq. (7), the signal function has a 

form: 

     CllAlS  01 ,0max , (9) 

where 0DA  ,  00l ,   EEC N , and  200E  is the average 

power of the external interference  t  within bandwidth of the process  t . 

As follows from Eqs. (7) and (8),   0lN  and under 10  lli , 2,1i  

we get 
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If   1,max 0201  llll , then 

      21
2

21 1,0max llσlNlN N  ,       
22 1 qENN . (11) 

Using Eqs. (9)-(11) and referring to the results in the researches [8, 9], it is 

possible to obtain the approximate expression for the distribution function  xFU  

of the random variable    Sm CMU   

               qqqxFxFxFxFxF NSNSNSU 11 0 , (12) 

         

     , 12 22exp
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 2 2 2exp  is the probability integral. 

According to [8, 9], the formulas (12) are valid while the conditions 1  

(4), 1z , 1m  are satisfied, and their accuracy increases with μ, z, m. If 

1~m  (order of unit or less) and 1  ( 1z ), then 

    xFxF SU  . (13) 

The distribution function    xDPDxF mm 
~~

0  of the estimate mD
~

 is 

linked to the function  xFU  by following relations 
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     00

~
qqDxzFxF Um  , (14) 

if 0x , and   0
~

xFm , if 0x . 

Taking into account Eq. (14), we get the expressions for bias (systematic error) 

  00

~~
DDDDb mm   and variance (error mean square) 
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 (5) 
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(15) 

We can analytically integrate Eq. (15) in case when 1~m  only. Using 

approximation (13) for the function  xFU , for the characteristics of the estimate 

mD
~

 (5) we obtain 
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The accuracy of the formulas (12), (14), (15) increases with μ, z, m, as well as the 

accuracy of the formulas (16) increases with μ and z. Formulas (15), (16) become 

considerably simpler in case of large μ (z) values when the probability of the 

anomal error 

   0 ma PP  (17) 
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can be neglected while estimating the time of arrival. Then we get 

     EzDEDDb m
2

00 23
~

,   22
0

2
0

~
zDEDDV m   . (18) 

Assuming that 0q  in Eqs. (12)-(16), (18), we procced to the earlier found (in 

[4]) expressions for the distribution function and the characteristics of the estimate 

of the dispersion of the random radio pulse (2) in absence of the external 

interference  t . 

The loss in the measurement accuracy produced by the presence of the 

external interference can be quantitatively characterized by the relation 

   000

~~ DDVDDV mm . Here    
0

000  
~




q

mm DDVDDV  is the variance of 

the estimate (5) in absence of the external interference [4]. In Fig. 1 for 20m  

the dependences   q~  calculated by means of the formulas (12) and (15) are 

drawn by dashed lines under 100 , and by solid lines – under 200 . 

Curves 1 correspond to 25.00 q , curves 2 – to 5.00 q  and curves 3 – to 

10 q . As follows from Fig. 1, the loss in the estimate (5) accuracy increases 

with hindrance-to-noise ratio q , and then it can reach considerable values. At 

the same time, the influence of the external interference upon the accuracy of the 

estimate mD
~

 (5) increases with the increase of μ and the decrease of 0q . 

 

4 Maximum Likelihood and Quasi-Likelihood Estimates of the 

Dispersion 
 

Accuracy of the estimate of the dispersion 0D  of the random radio pulse (2) 

can be improved, if, while synthesizing the estimation algorithm in accordance 

with the maximum likelihood method, we take into account the presence of the 

external interference  t . For this purpose we designate the logarithm of the 

functional of likelihood ratio for the hypothesis        tntDtstx  00 ,,  

against alternative    tntx   as   ,, DL . If condition (4) holds, then, 

according to [10, 11], we get 
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where  ty0  is defined from Eq. (7),      





 

11   tdtthtxty  is the output 

signal of the filter with the transfer function  1H , satisfying the condition 
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       11
2

1  IIH , 02  Dd  and  

  011 2  TTK . It should be noted that the relation 

 mK   (20) 

is always satisfied, as 11 T , 22 T  and 01  . 

If the magnitude 0  of the interference  t  SD (3) is a priori known, then 

the maximum likelihood estimate (MLE) mD  of the dispersion 0D  presents 

itself as 

  0
0

,,suparg 


DLD m
D

m . (21) 

Here m  is MLE of the time of arrival 0  of the radio pulse (2): 

 
 

 0
,

,,suparg

21
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

mm DL . (22) 

As follows from Eq. (19), MLE (22) agrees with the estimate (6). 

Substituting Eq. (19) in Eq. (21) we find 

    EEτλMD Nmm ,0max , (23) 

where the function  M  is defined from Eq. (7). 

For the start, we assume that the magnitude 0  of SD (3) is a priori unknown, 

but it is possible to specify its some approximate expected (predicted) value * . 

Besides, we presuppose that, in a general case, SD 0N  of the white noise  tn  

is also known inexactly, i.e. while measurer is being synthesized, a particular 

expected value *N  is used, instead of the true value 0N , and 0
* NN  . Then, 

in Eq. (23) we substitute the expected values *  and *N  for the unknown 

parameters 0  and 0N  and obtain the estimate 

   **
Nm

*
m EEλMD  ,0 max , (24) 

where  20
** NEN ,  20

**E . We name Eq. (24) as a 

quasi-likelihood estimate (QLE), unlike MLE (23). Indeed, if 0
*   and 

0
* NN  , then QLE (24) transforms into MLE (23). 

Algorithm of QLE *
mD  (24) of the dispersion 0D  of the random radio pulse 

(2) can be implemented by means of the measurer presented in [4, Fig. 3]. For this 

purpose it is necessary to submit the expected average power **
 EEN  of the 

total interference    ttn   to the measurer‘s subtractor, instead of the average 

power NE  of the noise  tn . 

Let us consider how a deviation of expected values *  and *N  from true 

values 0  and 0N  of the interference and noise SDs influences on 

characteristics of QLE (24). Similarly to Eqs. (12)-(14), it can be shown that the  
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distribution function  0
* DxFm  of the estimate *

mD  (24) is linked to the 

function  xFU  by the expression 

       1 000
* qqDxzFDxF EUm   ,   0x . (25) 

Here      EEEEEE NNNE
** , and  xFU  is defined from Eq. 

(12), if 1m , or from Eq. (13) if 1~m . Accordingly, the expressions for bias 

  0
* DDb m  and variance  0

* DDV m  of the estimate *
mD  (24) can be found from 

Eq. (15) changing  0

~
DxFm  for  0

* DxFm . While carrying out integration in Eq. 

(15) in case of 1~m , we obtain 
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If the probability of the anomal error (17) during the estimation of time of 

arrival of the random pulse (2) can be neglected, i.e. when conditions 1  (4), 

1z  hold, then from Eq. (26) we find 
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    qEDDb ENm 10
* ,       222

0
2

0
* 11   qqqEDDV ENm . (27) 

In case of 0
*  , 0

* NN   ( 0E ) the QLE (24) characteristics go over 

corresponding MLE (23) characteristics.  

Formulas (14), (25) allow us to find a gain in accuracy of the estimate of the 

dispersion of the random radio pulse (2), when the  t  interference effect with a 

priori known 0  and 0N  is taken into consideration. For this purpose we 

introduce the relation    00

~
DDVDDV mm  of the estimate (5) variance 

 0

~
DDV m  to the estimate (23) variance  0DDV m . In Fig. 2, in case of 20m , 

the dependences   q  calculated by means of the formulas (12), (15), (25) are 

drawn by dashed lines, if 100 , and by solid lines, if 200 . Curves 1 

correspond to 25.00 q , curves 2 – to 5.00 q , curves 3 – to 10 q . 

According to Fig. 2, the measurer (23) provides a considerable gain in accuracy of 

the estimate of the dispersion of process  t  in comparison with the measurer 

(5), especially under large values μ and q . 

 

  

Fig. 1. Loss in the accuracy of the 

estimate of the random radio pulse 

dispersion in case of the external 

interference availability 

Fig. 2. Gain in accuracy of the 

estimate of the dispersion of the 

random radio pulse, with the external 

interference effect taken into 

consideration 

 

However, the realization of this gain is not always possible, as the intensities 

0  and 0N  of the interference  t  and noise  tn  can be a priori unknown, 

or known inexactly. We characterize the effect of deviations of the expected 

values *  and *N  from their true values 0  and 0N  upon QLE (24) 

accuracy by the relation    00
** DDVDDV mm . For 20m  and 200 ,  
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the dependences  E*  are plotted in Fig. 3. The curve 1 is calculated for 

values 25.00 q , 1q , the curve 2 – for 25.00 q , 0q , the curve 3 – for 

10 q , 1q  and the curve 4 – for 10 q , 0q . The analysis of the curves 

in Fig. 3 shows that the ignorance of the intensities of the external interference 

and the white noise can lead to the considerable loss in the accuracy of the 

dispersion estimate (24). Fulfillment of the condition 0q  means that the 

external interference is absent. Therefore, in this case QLE (24) coincides with the 

similar estimate considered in [4] and synthesized in the assumption that the SD 

0N  of the white noise  tn  is known inexactly. Accordingly, under 0q , the 

loss in accuracy of the estimate of the dispersion 0D  of the random radio pulse 

(2) is caused only by the deviation of the expected value *N  from 0N . We can 

see from curves 2 and 4 that QLE (24) accuracy decreases considerably, even if 

the relative deviation of *N  from the true SD value 0N  of the noise  tn  is 

not too large. 

 

5 Adaptive Estimate of the Dispersion 
 

We can reduce the loss in accuracy of the estimate of the dispersion 0D  of 

the random radio pulse (2) due to the interference  t  ignorance by realizing the 

unknown parameter 0  adaptation. In this case MLE mD̂  of the dispersion 0D  

is written down in the form of 

  DLD m
D

m ,supargˆ

0




, (28) 

where 

    


,,sup,
0

DLDL , (29) 

and 
 

 mm DL ˆ,sup

21,




, and it coincides with the estimate (6). 

Substituting Eq. (19) into Eqs. (28), (29) we find 

   τλMD mm
ˆ,0maxˆ  ,        

















 

2

1 

   
1

1ˆ 2
1

T

T

dttyKM
K

M . (30) 

From Eq. (30) follows that the structure of the synthesized estimate algorithm of 

the dispersion is independent from the external interference 0  and the white 

noise 0N  SDs. 

The estimate (30) can be obtained by the measurer, its block diagram is shown 

in Fig. 4. Here the designations are: 1 is the filter with transfer function 

   10  KKH , 2 is the squarer, 3 is the integrator, 4 is the delay line for the 

time τ, 5 is the switch that is open for time  2,2 21  , 6 is the peak detec- 
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tor, 7 is the switch that is open for time  2 1 ,TT , 8 is the filter with transfer 

function    11  KH , 9 is the nonlinear element with the characteristic 

   xxf ,0max , 10 is the gate circuit forming the signal sample at the moment 

of time 2T . The sample magnitude at the gate circuit 10 output is the estimate 

mD̂  (30). 

 

Fig. 4. Block diagram of the adaptive measurer of the random radio pulse 

dispersion against interferences with unknown intensities 

 

Let us determine the MLE mD̂  (30) characteristics. For this purpose, 

similarly to Eq. (8) we present the functional  M̂  as the sum of the signal 

 lŜ  and noise  lN̂  functions 

      lNlSlM ˆˆˆ  . (31) 

Here    lMlS ˆˆ  ,      lMlMlN ˆˆˆ  , and averaging is carried out over all 

realizations of the observable data  tx  (1) under the fixed values of unknown 

parameters 0 , 0  and 0D , as before. We now write down the signal function 

in the form of 

  
 

 










, 1, 11

, 1, 11
 ˆ

0

00

ll               K 

ll  KllK 
AlS  (32) 

where A is defined from Eq. (9). 

According to Eq. (31),   0ˆ lN , and under 10  lli , 2,1i  

   

 

     

    
















, 0    , ˆ2 11

, 0      ,ˆ212

,min1

ˆˆˆ

020121

0201210

020121

2
21

llll     AKgllKg 

llll   AKlllg  

llllgll 

σlNlN S  

(33) 

where  2222 1ˆ  KK SS ,     KgqqKqA  
2

0
2

11ˆ , and 2
S , g 

are defined in Eq. (10). 
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If   1,max 0201  llll , then 

    












, 1, ˆ

, 1, ˆ1
ˆˆˆ

21

21212
21

ll                  B 

ll  Bll 
σlNlN N  (34) 

 2222 1ˆ  KK NN ,      22
00 1221ˆ

  qKqqqKB . 

The specified properties of the functional  lM̂  (31) allow us to write down 

the distribution function  0
ˆ DxFm  of the estimate mD̂  (30) under 1~m , 

similarly to Eqs. (13), (14), as 

    HDzxFDxF Sm 00
ˆ ˆ  ,   0x , (35) 

where 

        

     , ˆˆ2  ˆˆ2ˆ2exp 

ˆˆ  ˆˆ2ˆexp2ˆˆ

22

22

zzxxzzz

zzxxzzzzxxFS




 

  22
1ˆ KHK  ,   Hzz ˆ ,       20

2
1111 qqKqH   . 

 
 

  

Fig. 3. Loss in accuracy of the estimate 

of the casual radio pulse dispersion, if 

the external interference and the white 

noise intensities are known inexactly 

Fig. 5. Loss in the accuracy of the 

adaptive estimate of the casual radio 

pulse dispersion due to the ignorance 

of the external interference and the 

white noise intensities 

 

 

In Eq. (15) we substitute the approximation  0
ˆ DxFm  (35) for  0

~
DxFm , 

and, upon completing integrating, we now obtain the bias  0
ˆ DDb m  and 

variance  0
ˆ DDV m  of MLE mD̂  (30) for the case when 1~m : 
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For sufficiently large values μ and z more simple approximations of bias and 

variance of the adaptive MLE (30) instead of (36) can be used: 

   0ˆ
0 DDb m ,              111ˆ 22

0
2

0 KqqqEDDV Nm . (38) 

If 1m , then, according to Eq. (20), it is necessary to set 1K  in Eqs. 

(32)-(34). Thus, the characteristics of the functional  M̂  (30) coincide with the 

characteristics of the centered functional   CM   (7). As a result, under 

1m , the characteristic of MLE mD̂  (30) with unknown magnitude 0  of the 

external interference SD (3) coincide with the corresponding characteristics of 

MLE (23) under a priori known magnitude 0  of SD. Therefore, curves in Fig. 2 

also show the gain    00
ˆ~

ˆ DDVDDV mm  in the accuracy of MLE (30) in 

comparison with the accuracy of the estimate (5) synthesized in study [4]. 

Accordingly, curves in Fig. 3 show the gain    00
** ˆˆ DDVDDV mm  in the 

accuracy of MLE (30) in comparison with the accuracy of QLE (24). According 

to Figs. 2, 3, the gain in accuracy of the estimate of the dispersion, provided by 

the adaptive measurer (30) shown in Fig. 4, may be considerable. 

If 1~m , then the value K may be small. Therefore, the accuracy of the 

adaptive estimate mD̂  (30) will be lower than the accuracy of MLE mD  (23), in 

general. We characterize the loss in the accuracy of MLE (30) in comparison with 

MLE (23) by the relation    00
ˆ DDVDDV mma  , where  0DDV m  and 

 0
ˆ DDV m  are defined from Eqs. (26) (under 0E ) and (36), accordingly. 

Dependences  Kaa   are presented in Fig. 5. It is assumed that 200 . 

The curve 1 is calculated for values 25.00 q , 1q , the curve 2 – for 

25.00 q , 0q , the curve 3 – for 10 q , 1q , the curve 4 – for 10 q ,  
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0q . As it can be seen from Fig. 5, the loss in the accuracy of the adaptive 

estimate (30) in comparison with the estimate obtained in (23) increases 

monotonously with the increasing q  and the decreasing K and 0q , and it 

reaches substantial values under small K. Curves 2 and 4 calculated for 0q  

describe only the influence of the white noise adaptation carried out in the 

absence of the external interference upon the accuracy of the estimate of the 

dispersion. The analysis of these curves shows that even while receiving the 

random radio pulse against intrinsic noise with unknown intensity, the loss in the 

accuracy of the adaptive estimate mD̂  (30) in relation to MLE mD  (23) may be 

considerable in case of small K. However, under 108K  the characteristics 

of MLE mD̂  (30) and MLE mD  (23) practically coincide, so that there is no 

loss in the accuracy of the estimation of the dispersion due to the ignorance of the 

intensities of the interference and the white noise. From here specifically follows 

that the adaptive dispersion measurer (30) should be applied even in the absence 

of the external interference even, if the white noise SD is a priori unknown and 

there can be made sufficiently large K. 

 

6 Results of Statistical Simulation 
 

In order to test the serviceability of the considered measurers and to establish 

the borders of applicability for the found asymptotically exact formulas for the 

estimation characteristics, we are to demonstrate the statistical computer 

simulation of the algorithms (5), (23), (24), (30), using a procedure presented in 

[12]. During simulation within the interval  21

~
,

~
 ,  2,12,1

~
, with step 

210l , the samples of realizations of the normalized functional 

    0

~
NMlM   (7) are generated and the value of the normalized random 

variable     
2

1

1 
~

0
2
1

T

TT KNdttyM  (30) is also formed. For each realization of 

 tx  (1), the position 
 

 lMl
l

m

~
suparg

21
~

,
~



  of the functional  lM
~

 absolute 

maximum is determined and, according to Eqs. (5), (23), (24), (30), the estimates 

mD
~

, mD , *
mD , mD̂  are defined, and their variances are calculated. 

In Figs. 6, 7 the theoretical dependences (12), (14), (15) and (12), (15), (25) 

(under 0E ) are drawn for the normalized variances   2
0

~~
Nmq EDDVV  , 

  2
0 Nmq EDDVV   of the estimates mD

~
 (5), mD  (23). The solid lines are 

calculated for 5.0q , and the dashed lines – for 25.0q . Curves 1 

correspond to 50 , curves 2 – to 100 , curves 3 – to 200 . 

Experimental values of the variances qV
~

, qV  for 50 , 100 and 200 are desi- 
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gnated by squares, crosses, rhombuses under 5.0q , and by pluses, circlets, 

triangles under 25.0q . 

  

 

  

Fig. 6. Theoretical and experimental 

dependences of the variance of the 

estimate of the random radio pulse 

dispersion in case of the ignorance of 

the external interference effect 

Fig. 7. Theoretical and experimental 

dependences of the variance of the 

maximum likelihood estimate of the 

random radio pulse dispersion 

 

 

In Fig. 8 the theoretical dependences (12), (15), (25) are plotted for the 

normalized variance   2
0

**
Nmq EDDVV   of the estimate *

mD  (24). The solid 

lines are calculated for 2.0E , and the dashed lines – for 2.0E . Curves 1 

correspond to 100 , 5.0q , curves 2 – to 200 , 5.0q , curves 3 – to 

200 , 0q . Experimental values of the variance *
qV  are designated by 

squares, crosses, rhombuses for 2.0E , and by pluses, circlets, triangles for 

2.0E . 

Finally, in Figs. 9a and 9b the theoretical dependences are shown for the 

normalized variance   2
0

ˆˆ
Nmq EDDVV   of the adaptive MLE mD̂  (30), if 

2K  and 21K , accordingly. All curves are calculated by formulas (36) and 

(12), (15), (25) (under 0E ): curves 1 – for 100 , 1q , curves 2 – for 

200 , 1q , curves 3 – for 100 , 0q , curves 4 – for 200 , 

0q . Appropriate experimental values of the variance qV̂  are designated by 

squares, crosses, rhombuses and circlets. 
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Fig. 8. Theoretical and experimental dependences of the variance of the estimate 

of the random radio pulse dispersion when the external interference and the 

white noise intensities are known inexactly 

 

  

a)           b) 

Fig. 9. Theoretical and experimental dependences of the variance of the adaptive 

estimate of the dispersion of the random radio pulse 

 

The obtained results lead us to the following conclusions. Formulas (12), (14), 

(15) and (12), (14), (25) for the characteristics of the estimates mD
~

, mD , *
mD , 

mD̂  well approximate the experimental data under 20m  and 50 , 

1...5.0z . If 1m , and the value of parameter K is small, then the asymptotic 

expressions (36) for the characteristics of the adaptive algorithm (30) are in 

satisfactory agreements with corresponding experimental dependences under  
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50 , 43z . If 5...4z , so the probability of the anomal error (17) can be 

neglected, then the variances  0

~
DDV m ,  0DDV m ,   0

* DDV m ,  0
ˆ DDV m  of 

the estimates mD
~

 (5), mD  (23), *
mD  (24), mD̂  (30) calculated with help of 

Eqs. (12), (14), (15), (25) and Eqs. (16), (26), (36) practically coincide. In case of 

7...6z , for the calculation of the characteristics of the dispersion estimate 

algorithms (5), (23), (24), (30) it is possible to use the formulas (18), (27), (38), 

instead of Eqs. (16), (26), (36), accordingly, without appreciable loss in accuracy. 
 

7 Conclusion 
 

The quality of the band random pulse dispersion estimation algorithms 

constructed for the expected (predicted) values of the interference and the white 

noise SDs particularly depends upon the presence of the prior data concerning the 

unknown spurious parameters. If the prior information about the intensities of the 

band interference and the white noise is absent, or is inexact, then the quality of 

the estimate of the dispersion of the pulse signal may deteriorate considerably. In 

this case a negative error in determining the average capacity of the total 

interference is generally less desirable than a corresponding positive error. 

Application of the adaptive approach for the removal of the prior uncertainty 

concerning unknown band interference intensity allows us to obtain the algorithm 

for the estimate of the dispersion of the band random pulse, which is also 

independent from the intensity of the white noise. Besides, if the length of the 

observation interval is much greater than the useful signal duration, or if the 

interference bandwidth surpasses the interference bandwidth of the pulse random 

substructure considerably, then the loss in the accuracy of the maximum 

likelihood estimate of the dispersion due to the ignorance of the interference and 

the white noise spectral densities is absent asymptotically. Conclusions and 

recommendations are valid, if the output signal-to-noise ratio is greater than 

0.5…1. Thus, with the found expressions we can now make a reasonable choice 

between estimates (5), (23), (24) and (30), having accounted for the available 

prior information concerning analyzed process and for the requirements to the 

estimate accuracy and to the simplicity of the measurer hardware implementation. 
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